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Abstract

Computational detection of rhetorical figures
focuses mostly on figures such as metaphor,
irony, or sarcasm. However, there exist many
more figures that are neither less important nor
less prevalent. We want to pinpoint the rea-
sons why researchers often avoid other figures
and shed light on the challenges they struggle
with when investigating those figures. In this
comprehensive survey, we analyzed over 40
papers dealing with the computational detec-
tion of rhetorical figures other than metaphor,
simile, analogy, sarcasm, and irony. We en-
countered recurrent challenges from which we
compiled a ten point list. Furthermore, we sug-
gest solutions for each challenge to encourage
researchers to investigate a greater variety of
rhetorical figures.

1 Introduction

Rhetorical figures such as metaphor, alliteration, or
irony are present in our daily lives. They make lan-
guage vivid, more emotional, or more persuasive.
Each figure has a special function, e.g., figures
with repetition create more emphasis (Fahnestock,
2002), while sarcasm and irony are often used in
the context of hate speech (Frenda et al., 2023). To
understand the often non-literal meaning and subtle
nuances of a text containing rhetorical figures, it is
important to reliably detect those figures computa-
tionally. Furthermore, the performance of classical
NLP tasks improves when taking features of rhetor-
ical figures into account. This was demonstrated
for sentiment analysis (Nguyen et al., 2015), argu-
mentation mining (Mitrović et al., 2017), text sum-
marization (Alliheedi and Di Marco, 2014), and
hate speech and abusive language detection (Lem-
mens et al., 2021).

Most detection approaches only consider the
rhetorical figures metaphor (Shutova et al., 2013;
Ghosh et al., 2015; Bizzoni et al., 2017; Bizzoni
and Ghanimifard, 2018; Chakrabarty et al., 2022;

Rai and Chakraverty, 2020; Tong et al., 2021;
Ge et al., 2023), or irony and sarcasm (Ghosh
et al., 2015; Wallace, 2015; Joshi et al., 2017;
Yaghoobian et al., 2021). However, the Silva
Rhetoricae1 (Burton, 2007), an online resource
for rhetorical figures and their descriptions, lists
435 different rhetorical figures. Most of those fig-
ures are neither less present nor less important than
metaphor. For example, the figure antithesis is im-
portant in environmental (Green, 2021) or populist
communication (Kühn et al., 2024), litotes is impor-
tant in sentiment analysis (Karp et al., 2021), and
polyptoton can highlight similarities while showing
a distinction (Fahnestock, 2002).

We believe that it is essential to pay attention to
the other figures, too. In this survey, we investi-
gate the main challenges and problems researchers
struggle with when computationally dealing with
those figures. We examined over 40 papers describ-
ing computational detection approaches for rhetor-
ical figures other than metaphor, simile, analogy,
sarcasm, and irony. The figures range from A like
alliteration to Z like zeugma. Table 3 in Appendix
A illustrates the distribution of figures across the
papers we examined, showing the frequency of ap-
pearance for each figure. The investigated papers
were published between 2006 and 2024.

We focus on papers that consider the detection
of rhetorical figures in written text, as speech or
multimodal approaches further increase both the
complexity and challenges. We were looking on
Google Scholar2 for relevant work by searching for
figure names along with “detection”, and including
relevant related work. We explicitly did not look
only into libraries such as the ACL anthology3, as
the field of rhetorical figure detection is not that
represented at big conferences. From these results,
we compiled a comprehensive list of ten key chal-

1http://rhetoric.byu.edu/
2https://scholar.google.com/
3https://aclanthology.org/
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lenges and problems that show a recurrent pattern.
We also provide suggestions for overcoming those
challenges in order to further strengthen the field
of computational detection of rhetorical figures in
the future.

2 Rhetorical Figure Detection: Ten
Challenges

We present ten challenges that most researchers
face when trying to computationally identify rhetor-
ical figures. We also suggest solutions for each of
the challenges.

2.1 Inconsistent Definitions and Binary
Classification

Although rhetorical figures have been studied for
hundreds of years from a linguistic perspective,
their spellings and definitions are often inconsis-
tent (Harris et al., 2018; Gavidia et al., 2022; Kühn
and Mitrović, 2024). This leads to different in-
terpretations of what a rhetorical figure consists
of. Consider, for example, the figure antithesis
(“working all day, sleeping all night”). Most defi-
nitions agree on the antonymous relation (working
vs. sleeping), but not every definition requires syn-
tactic parallelism. Another example comes from
the work of Dubremetz and Nivre (2017), in which
the figure chiasmus is described, but the authors
actually refer to a more specific form of chiasmus
called antimetabole (Schneider et al., 2021). A
further problem is that some figures are language
dependent, i.e., a rhetorical figure in English does
not have a matching counterpart in another lan-
guage (Kühn et al., 2022; Zhu et al., 2022). For
example, metaphor and simile are considered one
figure in Chinese (Zhu et al., 2022), or figures with
the same name have deviating definitions in differ-
ent languages (Wang et al., 2022). We think these
inconsistent definitions cause problems when fig-
ures are binary annotated, e.g., as present or not
present, because figures deviate in their salience.

Suggested solution: Consulting different sources
before approaching the figure detection task is a
good way to start. More importantly, we think that
the detection of rhetorical figures should not be con-
sidered a binary classification task. We suggest a
ranking scheme (e.g., continuous values) tailored to
every figure based on its salience and conspicuous-
ness or how many properties from the textual defi-
nitions are fulfilled. Rankings for rhetorical figures
have already proven to be useful (Dubremetz and

Nivre, 2015; Troiano et al., 2018; Zhang and Wan,
2021). For example, in the case of antithesis, sen-
tences that contain both parallelism and antonyms
can be ranked higher than sentences with antonyms
and no parallelism. Nevertheless, it is necessary
to remember that annotations with continuous val-
ues are often more unreliable than binary annota-
tions (Bagdon et al., 2024). To avoid this problem,
we suggest a comparison-based annotation, e.g.,
best-worst scaling. This method already performed
well in emotion intensity annotation with language
models (Bagdon et al., 2024), which we consider
related to rhetorical figure annotation.

2.2 Defining Boundaries and Intentional
Usage

Another problem that most researchers encountered
is the definition of the boundary in which to look
for figures. As figures can span over multiple sen-
tences, paragraphs, or the whole text, it is impor-
tant to define where to start and where to end. If
a repetition of two words is too far apart, it is not
recognized as salient anymore by humans, while
automatic parsers detect the repetition (Strommer,
2011). Properly defining boundaries determines
the success of rhetorical figure detection (Strom-
mer, 2011). An additional challenging aspect is
to decide whether the figure is accidentally or in-
tentionally present. Especially repetitions can oc-
cur without a rhetorical purpose (Strommer, 2011;
Dubremetz and Nivre, 2015). This leads to the
problem that annotators often cannot agree if it is
actually a figure and which figure it is, decreasing
the agreement between annotators and the relia-
bility of the annotation itself. Strommer (2011)
describes that in the case of his 156 instances, the
annotators agreed only on two of them to be an
intentional anaphora. Troiano et al. (2018) also
mention that they had diverse annotations in their
hyperbole dataset.

Suggested solution: It is important for future
dataset construction to not only include one or two
sentences containing the figure itself but also to
consider larger text chunks. A ranking scheme
mentioned in Section 2.1 can also help with ex-
pressing the salience of figures and deciphering
between a rather accidental or intentional use.

2.3 Lack of Data/Datasets

When considering popular figures such as
metaphor, irony, or sarcasm, researchers can profit



from users that tag their posts in social media, e.g.,
#sarcasm (Ranganath et al., 2018). This makes it
easier to compile larger annotated datasets. Other
figures that also play an important role in persua-
sive communication, but are not that present in the
minds of the average social media users are often
neglected. It can be more difficult to find instances
of those figures (Dubremetz and Nivre, 2015). An-
other problem when creating datasets could be an
inherent bias, as only sentences with salient rhetor-
ical figures are chosen. This means that edge cases,
where it is arguable whether it is a rhetorical figure
or not (see Section 2.2,) are not included in the
dataset.

Suggested solution: Generative large language
models (LLMs) can help create sentences contain-
ing rhetorical figures. A downside is, however,
that the LLM was probably pre-trained on data in
which rhetorical figures other than metaphor are
not explicitly annotated, making the generation
more difficult. Furthermore, one must be aware
of the vicious cycle that LLMs can only generate
sentences with rhetorical figures they already know.
If the LLM does not know the construction rules
of a rhetorical figure, it cannot reliably generate
sentences containing the figure. It is still neces-
sary that human annotators oversee the process, as
in Chakrabarty et al. (2022) where three annota-
tors verified the texts generated by GPT-3. Another
solution to collect more annotated data is to de-
velop platforms where users can submit instances
of rhetorical figures in a game-like scenario (Kühn
and Mitrović, 2023).

2.4 Imbalanced Datasets and Deceptive
Performance Metrics

If datasets for rhetorical figures are constructed,
researchers like Bhattasali et al. (2015); Dubremetz
and Nivre (2017); Ranganath et al. (2018);
Adewumi et al. (2021); Kühn et al. (2023) face
highly imbalanced datasets, i.e., the majority of
data points are not a rhetorical figure. Using then
accuracy as a performance metric can be highly
deceptive. In a dataset where 99 % of instances
are not a rhetorical figure, a model that consistently
predicts a particular class will achieve a classifica-
tion accuracy of 99 %. Also, other metrics such
as precision and recall have to be considered care-
fully as their problems became obvious in the work
of Gawryjolek (2009) and Java (2015). Further-
more, with only a few datasets with positive ex-

amples of rhetorical figures, it is more difficult to
train machine models on (Dubremetz and Nivre,
2017; Zhang and Wan, 2021) or fine-tune language
models to achieve better performance.

Suggested solution: Augmentation techniques
or over- or undersampling can help decrease the im-
balance. LLMs can also help create more sentences
containing rhetorical figures. Evaluation metrics
have to be chosen wisely.

2.5 Not Including Ontologies
Formal domain ontologies of rhetorical figures
have the goal of overcoming the problem of incon-
sistent definitions and spellings (see Section 2.1).
There exist ontologies such as the English Rhet-
Fig ontology (Harris et al., 2017), the Ploke (Wang
et al., 2021), the Serbian Retfig (Mladenović and
Mitrović, 2013), the German GRhOOT (Kühn et al.,
2022), and a multilingual ontology (Wang et al.,
2021). They all represent rhetorical figures in the
form of classes and relations, describing how they
are constructed, where they appear, and which cog-
nitive effects they have. However, we realized that
none of the investigated approaches use those on-
tologies.

Suggested solution: We suggest including those
ontologies in the process of detecting rhetorical
figures. We are confident that those ontologies
can help improve detection rules or help annota-
tors achieve higher agreement. Further applications
are also possible when the ontologies are combined
with LLMs, especially in a retrieval augmented gen-
eration (RAG) system (Lewis et al., 2020), where
the context of an LLM is enhanced with rhetorical
knowledge from the ontologies. In addition, it is
possible that the data generation and annotation
capabilities of LLMs are improved, too.

2.6 Missing Context
Rhetorical figures are often implicit, subtle, and
can only be understood with context knowl-
edge (Lawrence et al., 2017; Ranganath et al., 2018;
Troiano et al., 2018). Some figures can even be
used both in a figurative and literal meaning, e.g.,
rhetorical questions, which are syntactically not
different from regular questions (Ranganath et al.,
2018), or hyperboles that can also have both a lit-
eral and a figurative meaning, depending on con-
text: Troiano et al. (2018) give the example of “It
took ages to build the castle” vs. “It took ages
to build the castle. After a few minutes, my little



brother had already destroyed it!” For an effi-
cient detection of rhetorical figures, it is important
to understand the semantics, syntax, and pragmat-
ics (Medková, 2020).

Suggested solution: For the detection of
most figures, it is necessary to include sen-
tences/paragraphs pre- and succeeding the
sentence of interest for context knowledge. In
addition, LLMs can help to resolve contextual
ambiguities and syntactic knowledge about figure
formation can be extracted from ontologies.

2.7 Focus on Rule-based Methods
While deep-learning methods are already im-
plemented successfully for the detection of
metaphors (Bizzoni et al., 2017; Bizzoni and Gha-
nimifard, 2018), we observe a focus on rule-based
approaches for lesser-known figures. We are cer-
tain that approaches based on LLMs will massively
increase in the future and may overcome the per-
formance of current state-of-the-art rule-based ap-
proaches. Zhu et al. (2022) experience lower per-
formance with rule-based approaches for various
rhetorical figures. They note that a complex task
such as the detection of rhetorical figures cannot
be solved by identifying “shallow and obvious pat-
terns.” Similar to the field of mail spam detection,
there is no use in creating lists with known rhetor-
ical figures, as humans are creative and come up
with new metaphors or analogies. From the over 40
papers we investigated, the authors implemented
87 different detection techniques for various fig-
ures (see Table 1). 68.97 % are rule-based ap-
proaches, whereas only 27.59 % are model-based
or deep learning approaches. Only one approach
from Kühn et al. (2024) combines a rule-based
with a model-based approach to detect the figure
antithesis.

Suggested solution: We suggest using LLMs.
However, as even powerful language models show
a decreased performance in the understanding of
rhetorical figures compared to humans (Liu et al.,
2022), we believe that the combination of LLMs
and rule-based approaches can be fruitful. For ex-
ample, the presence of figures with perfect lexical
repetition can be better verified by rules.

2.8 Focus on English
Existing datasets of rhetorical figures mainly con-
tain sentences in English. This makes it even more
challenging to investigate rhetorical figures in other

Approach category #Approaches In Percent

Rule-based 60 68.97 %
Model-based 24 27.59 %
Rule-& Model-based 1 1.15 %
Unknown 2 2.30 %

Table 1: Distribution of the approach categories over
the 86 approaches.

languages. A direct translation from English into
another language is often not possible without los-
ing the original form of the rhetorical figure, espe-
cially if it contains syntactical aspects (Kühn et al.,
2023). Another problem is that English is uncased
and has neither a grammatical gender nor inflection.
Some figures based on a change in inflection (such
as polyptoton) appear less frequently than in lan-
guages with strong inflection, e.g., German (Fahne-
stock, 2002). Furthermore, English does not have
separable verbs. These are verbs where the prefix
is split from the main verb. This can create repeti-
tions without a rhetorical purpose: “Wir fingen an,
an danach zu denken” (“We began to think about
what comes after.”), where “an” is repeated while
referring to different concepts. This highlights once
again why rule-based approaches can fail (see Sec-
tion 2.7). Table 2 shows that 66.81 % of the inves-
tigated approaches focus on rhetorical figures in
English. When authors consider figures in multiple
languages (e.g., Hromada (2011) investigates En-
glish, Latin, French and German, or Lagutina et al.
(2019) in Russian and English), we counted them
individually for every language.

Language #Approaches In Percent

English 74 69.81 %
German 10 9.43 %
Russian 8 7.55 %
French 4 3.77 %
Latin 4 3.77 %
Chinese 3 2.83 %
Czech 2 1.89 %
Japanese 1 0.94 %

Table 2: Distribution of languages.

The focus on English leads to another problem.
Most NLP tools are developed for English. Ac-
cording to the #BenderRule (Bender, 2019), it is
“undesirable” that language technologies are only
developed for one or two popular languages. This



leads to a vicious cycle: The more tools are tai-
lored to the English language, the more researchers
only focus on the detection of rhetorical figures
in English. Because appropriate tools are lacking
for other languages, identifying rhetorical figures
is more challenging and might be neglected. As
we mentioned previously, translating the data into
English to be able to use existing tools is not an
option.

The focus on English already created inequali-
ties regarding model creation, leading to a lower
acceptance rate at NLP conferences for papers not
dealing with English (Søgaard, 2022).

Suggested solution: This is not an easy chal-
lenge to overcome as it affects the entire discipline
of NLP. Nevertheless, we would like to encour-
age researchers to perform their work in languages
other than English. Also, we think that it is nec-
essary to reward research that focuses on other
languages. Another solution can be the creation of
adequate tools in multiple languages.

2.9 Neglecting Cognitive Effects
Another point of critique is that research about
rhetorical figures focuses on detection but of-
ten forgets about the cognitive effects of the fig-
ures (Mitrović et al., 2020). This seems to be espe-
cially the case when approaching rhetorical figures
from a computational perspective, as it is already
challenging to implement detection algorithms. Of-
ten, the interpretation of the figure in the given
context is then neglected. However, as every form
of a figure has a certain function (Givón, 1995), it
is important to not only identify figures but also
interpret their usage.

Suggested solution: It is important to have a
holistic look at the task of rhetorical figure detec-
tion. We suggest including explanations of what
the usage of a certain figure in a given context ac-
tually means and analyzing which emotions are
created for readers and listeners.

2.10 Lack of Interdisciplinary Efforts
Dealing with rhetorical figures is a highly interdis-
ciplinary task that includes all obstacles from other
disciplines. From an NLP perspective, rhetorical
figures are not only syntactic constructions. They
also include semantic features, have a transferred
meaning, or depend on sound. For certain figures,
it is necessary to identify negation, which is still a
hard task in NLP. As rhetorical figures appear in all

areas of our daily lives, we encounter them in the
domain of advertising, politics, sentiment analysis,
hate speech, machine translation, and many more.
Rhetorical figures are also interesting for neuro-
science in terms of their effect on the human brain.
Green (2021) showed how rhetorical figures are
applied in environmental arguments. Fahnestock
(2002) highlights the importance of rhetorical fig-
ures in disciplines such as biology or chemistry,
among others. If those fields understand rhetorical
figures better, they can communicate more effec-
tively with convincing arguments. In the field of
law, there is a growing body of work devoted to ar-
gumentation and deciphering the effects of figures
on persuasiveness (Al Zubaer et al., 2023).

Suggested solution: Researchers coming from
different disciplines should join forces to build a
holistic view of rhetorical figures, their purpose,
function, and effect. Computer scientists and lin-
guists can benefit from one another especially.
Other disciplines can also profit from collabora-
tion and open up new areas of research.

3 Conclusion

Our comprehensive review of over 40 papers high-
lights the prevalent challenges in computationally
detecting rhetorical figures. As each rhetorical fig-
ure plays a crucial role in our daily communication,
we urge researchers to tackle the presented chal-
lenges. When we can understand the non-literal
and subtle meaning of rhetorical figures, we can
improve existing systems and better understand lan-
guage. In the future, we would like to see some of
the suggestions implemented. Furthermore, we aim
to inspire researchers to also focus on the detection
of lesser-known figures.
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Serra Sinem Tekiroğlu. 2018. A computational ex-
ploration of exaggeration. In Proceedings of the
2018 Conference on Empirical Methods in Natural
Language Processing, pages 3296–3304.

Byron C Wallace. 2015. Computational irony: A survey
and new perspectives. Artificial intelligence review,
43:467–483.

Yetian Wang, Randy Allen Harris, and Daniel M Berry.
2021. An ontology for ploke: Rhetorical figures of
lexical repetitions. In JOWO.

Yetian Wang, Ramona Kühn, Randy Allen Harris, Je-
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A Appendix

Following Table 3 shows which figures were con-
sidered in the papers and how often they are inves-
tigated. If multiple figures are investigated in one
paper, we counted them multiple times.

Figure # Approaches

Alliteration 2
Anadiplosis 5
Anaphora/Epanaphora 7
Antimetabole 10
Antithesis 5
Assonance 1
Chiasmus 8
Conduplicatio 1
Diacope 1
Dirimens copulatio 1
Duality 1
Dysphemism 1
Epanalepsis 3
Epanaphora 1
Epiphora/Epistrophe 6
Epizeuxis 4
Euphemism 3
Eutrepismus 1
Hyperbole 4
Isocolon 2
Litotes 3
Meiosis 1
Metonymy 6
Oxymoron 3
Parallelism 3
Personification 1
Ploke/Ploce 2
Polyptoton 4
Polysyndeton 3
Quote 1
Repetition 1
Rhetorical question 3
Symploke 2
Synaesthesia 1
Zeugma 1

Table 3: Frequency of appearance for each figure in the
investigated papers.
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