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Abstract

Computer Linguists have long looked at rhetorical devices and how best they could
be computed by - and used for - Natural Language Processing (NLP) techniques. How-
ever, one such figure was barely studied until the last decade: the chiasmus. This Master
Thesis will build upon the opening works of the last fifteen years while focusing on the
detection of antimetaboles, a subcategory of chiasmi. Its aim is to study the effective-
ness and accuracy of transfer learning regarding this task, using pre-trained transformers
neural networks and to compare it to the results obtained using classical machine learn-
ing methods from the past research works. Specifically, we will show that transformers
can offer very good results regarding this task but that those results are actually mislead-
ing, as they tend to look for literary properties that are not intrinsic to chiasmi. Finally,
we will also share an annotated corpus of several hundred chiasmi, improving upon the
previous corpora by an order of magnitude and opening up more possibilities for future

researches.

Keywords - Computer Linguistics, Natural Language Processing, Chiasmus Detection,

Deep Learning, Transformers
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1 Introduction

Natural Language Processing ("NLP") has progressed steeply over the last two decades
and is now offering useful results in several fields, with even more promising ones
currently being researched. Among all those fields, one in particular is the detection
in texts of interesting rhetorical figures - also known as figures of speech, or rhetorical
devices. The interest of this rhetorical figures detection task is twofold: first, such
rhetorical figures can be used by further NLP processes such as (but not limited to)
sentiment analysis (e.g.|Yadav and Vishwakarma/(2020)) or essay grading (e.g.

and Sanampudi (2022))); second, it offers in and of itself further understanding on how

to process natural language, thanks to its reliance on all three levels of language: lexical,

grammatical and semantic.

Being an integral piece of human communication, rhetorical figures have interested

computational linguists for as long as the field has existed. An example would be the

book Processing Metonymy and Metaphor (Fass, Lesgold, & Patel, [1997), which was

already trying to study and explain how those two figures could be best understood,
classified and computationally processed twenty-five years ago. But the focus of such
studies often fell on the most common devices of speech while some were barely stud-

ied, if at all, until much more recently.

Such is the case of the chiasmus, an excessively rare rhetorical figure in the English lan-
guag which may explain the lack of research around them. Chiasmi are a particularly
interesting figure to study, but also a high challenge for any NLP system as they exist at
the border between tropes and schemes. Tropes are the rhetorical devices which focus
on the meaning of words (e.g. metaphors or oxymorons), while schemes are the devices

which focus on patterns within the language (e.g. parallelism or anaphora).

This in-between makes chiasmi particularly hard to use but also particularly potent fig-
ures when properly employed, as they are able to efficiently and aesthetically convey
either similarity or opposition between two clauses. Being able to detect them with
a high degree of confidence could thus improve various NLP tasks focusing on liter-
ary works, especially when combined with other quality markers such as grammatical

structure or vocabulary analysis.

As we will explore more deeply in Chapter (3| extensive work on the detection of chiasmi

only began a decade ago with the pioneering works of Dubremetz and Nivre|during the
conduct of Marie Dubremetz’s Ph.D (2014 - 2017). Since then however, the subject of

1‘Dubremetz and Nivre‘ (12015b used the book River War by Winston Churchill to exemplify the rarity of
chiasmi: only one instance of a purposeful, rhetorically salient chiasmus can be found in the more
than one hundred thousand words of this work written by an excellent rhetorician.




the chiasmus was only barely explored by the NLP community: only one other article
Schneider, Barz, Brandes, Marshall, and Denzler (2021), which became
the state of the art by detecting antimetaboles with the same rate as [Dubremetz and|
while also detecting some harder to catch semantic chiasmi.

was published,

All of those works were led using tools from classical statistical theory and machine
learning, and we thus decided for this thesis to explore the possible uses of deep learning
methods to solve the problem of salient chiasmi detection. In particular, this work aims

to study how salient antimetabole could be detected using transformers (refer to

‘Wolf et al.|(2020a) for a survey), a subcategory of deep neural networks, as opposed to

the deterministic algorithms or classical machine learning methods which were used up

until now.

We will hence show that transformers can be highly effective to detect such rhetorical
figures, but that this effectiveness is often misleading - partly at least - and actually a
result of a bias toward features not directly related to antimetaboles. We will then dis-
cuss how this bias could be mitigated in order for transformers to look at more inherent
qualities of antimetaboles instead of focusing on extrinsic properties that can, and do,

mislead their results.

Another important contribution of this thesis is the large amount of chiasmi data we
gathered. A large dataset composed of hundreds of salient chiasmi, thousands of ran-
dom criss-cross patterns (i.e. non-salient chiasmi) and thousands of random sentences
from a large array of sources have been compiled and is now freely available for anyone

who wish to pursue researches on chiasmi and antimetaboles.

1.1 Organisation of the Thesis

This thesis will be divided into five main parts: first, we will explore the technical back-
ground necessary to properly understand the terms and techniques used in this thesis.
Then, we will explore the academic background of the task at hand, beginning with
a general overview of the field of natural language processing before focusing on the
specific task of chiasmus detection. Subsequently, we will focus on the methodology
we followed throughout the thesis to obtain our results before presenting those results
in a subsequent chapter. Finally, we will discuss those results before concluding with
a general note on our works and findings, and propose some ideas for future works on

this subject.



2 Technical Background

In this chapter, we will define and explain the most important points on which this thesis
relies. More precisely, the first section will focus on linguistics, with the aim to formally
define the figures we are looking into, while the second section will focus on computer
science, giving the necessary technical background to understand the techniques of ma-

chine learning discussed in the following chapters.

2.1 Defining Chiasmi and Antimetaboles

Etymologically, the name "chiasmus" finds its origin from the Greek x1&{ w - “to shape
like the letter } - because the criss-cross pattern of its elements was linked with the
cross-like shape of this antic letter. However, an etymological explanation of the word
is not enough to delve deeper into a study of chiasmi and how computer could detect

them. We can thus define a chiasmus as follow:

Definition 1. Chiasmus: The inverse repetition of any two pairs of linguistic elements

in a larger coherent body of text.

Those inverse repetition are also sometimes described as a "criss-cross pattern” or a
"chiastic pattern" in the text and can be visualised with Figure |1, Our definition of a

chiasmus is purposefully vague, as previous definitions have up until now been var-

ied, overlapping and sometimes even contradicting. For example, Dubremetz and Nivre|

(2017) define a chiasmus as "[a repeating] pair of identical words in reverse order" while

'Schneider et al|(2021) define a chiasmus as "an inversion of semantically or syntacti-

cally related words, phrases, or sentences". Therefore, we decided to take inspiration

from Harris, Di Marco, Ruan, and O’Reilly|(2018) for our work and aimed at a general

and all-purpose definition for chiasmi, which could then be sub-divided into different

types of chiasmi.

In particular, one such subtype of the chiasmus is the antimetabole on which this thesis

will focus from now on. Antimetaboles can be defined as follow:

Definition 2. Antimetabole: A "lexical chiasmus" (Harris et al.} 2018), that is an in-

verse repetition of lexical elements named "lemmata".



(A) (B)
Dedication must be your tunnel to [SHEEESS!:

T

lachievement occurs through commitment

(B') (A"

Figure 1: A visualisation of the criss-cross pattern in a (semantic) chiasmus

Definition 3. Lemma (plural lemmata or lemmas): In linguistics, the canonical form
of a given set of related words.

Antimetaboles have a wide range examples, but some of them are particularly known
to the English speaking public such as Examples [1|and 2, In some cases, they even
became prototypical of what it means to be an antimetabole in the general culture for
their simplicity and efficiency - although it does not mean that antimetaboles are en-
tirely restricted to their most prototypical examples and subtler ones definitely exist like
Example

* (1) One for [, |@Hl for one ?
* (2) Live not to Jéal), but et to live .

* (3) The first half of life consists of the capacity to enjoy without the - the
last half consists of the - without the capacity .

An additional, but very important point, is the question of what exactly is a rhetorical

figure (Harris et al.|[2018). Most would agree that Examples|1|to[3|are good examples

of antimetaboles, while Example |4/ below does not appear to contain any noteworthy
chiastic repetition. However, if we go by our strict definition of antimetabole, Example
is indeed an antimetabole because of the inverse repetition on the lemmata "/" and

"plant".

* (4) I would like having plants, especially plants that fit well with the furniture I
bought.

2An example of a lemma would be hunt, which is the lemma associated with several words: "to hunt",
"hunted", "(a) hunt", "hunts" and more.

3 Alexandre Dumas, originally in French: "Un pour tous, tous pour un".

4Socrates (sometimes also attributed to Benjamin Franklin).



From now on, we will then refer to phrases like Examples [1| to (3| not simply as an-
timetaboles but as (rhetorically) salient antimetaboles, while phrases like Example
will be referred to as non-salient antimetabole. The reasoning behind this is that, while
they all technically are antimetabole, only some of them have literary interest and should
be detected. This work will therefore mostly focus on the detection of salient an-

timetaboles and their separation from non-salient ones.

2.2 A quick exploration of Machine Learning

Definition 4. Machine Learning (ML' "The use and development of computer sys-
tems that are able to learn and adapt without following explicit instructions, by using

algorithms and statistical models to analyse and draw inferences from patterns in data."

The link between NLP and ML runs deep, as the latter is nowadays one of the for-

mer’s most used tool for a plethora of various tasks ranging from text preprocessing

Zhang, Zhang, Bolton, & Manning| 2020) to content summarization (Nallapati, Zhou,|
dos Santos, Gulcere, & Xiang| [2016) or quality evaluation (Wachsmuth, Al-Khatib, &/
2016). ML can moreover be divided into several subcategories, with the main dis-
tinction drawn in this thesis being "Classical Machine Learning" (Classical ML) against
"Artificial Neural Networks" (ANN) and - in particular - "Deep Learning" (DL). This

specific distinction between Classical ML and ANN is interesting to us, as all works un-

til now have used Classical ML to detect chiasmi (Dubremetz & Nivre,[2017;[Schneider|
2021) whereas this work aims to study the effectiveness of Deep Learning models

for the selfsame task.

2.2.1 Classical Machine Learning

Definition 5. Classical Machine Learning: The set of statistical tools aiming to learn
conclusions about a given dataset by using specific mathematical features, like the dis-

tance between data-points or the direction of vectors.

SFrom the Oxford Language dictionary.
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Figure 2: A visualisation of a simple fully connected ANN with one input layer, two
hidden layers and one output layer.

Two particularly known examples - but far from the only ones - of Classical ML are:

* Support Vector Machines ("SVM", first presented in [Cortes and Vapnik] (1995)

under the name of "Support Vector Networks") which aim to classify a collection
of data points by translating them into a high-dimensional space before drawing
a line maximising the distance between points in that space. This line can then be

used to classify new data points either in "Set A" or "Set B".

* Logistic Regression (a mathematical method finding its roots in the 19th century
with the works of P. F. Verhulst, between 1838 and 1847) which aim to determine
the behavior of a set of points by trying to find an underlying mathematical func-
tion their distribution follows, and then use that function to try and predict the

position of future points or classify new ones.

The common characteristic of Classical ML methods is that they study the available
data as a whole to try and extract interesting mathematical features from it, with such
underlying features being then used for prediction of future data points or classification

of new ones.

2.2.2 Artificial Neural Networks

Definition 6. Artificial Neural Networks (""ANN'"'): A network of interconnected nodes
(see Figure 2) which aims to emulate a simplified version of animal brains to process

inputs: the nodes are therefore called neurons, and the whole network a neural network.

10



The idea of ANN originated with the perceptron, a modelisation of the visual process-

ing within the human brain (Rosenblatt, [1958). ANN process their input features by

forwarding them to a layer of "neurons", with each neuron being a combination of a
linear function processing its inputs and a non-linear function transforming the linear
function’s output into a non-linear one (Figure 3|illustrates the working of an artificial
neuron). This output is then forwarded to another layer of neuron, and this feed-forward

chain can be repeated as many times as needed.

Once the information has reached the last layer of neurons, its output(s) are then used as
the result of the computation. Different tasks can be emulated with different architec-
tures of output layers: identification tasks only need one neuron, with its activation or
not signifying true or false; classification tasks use as many neurons as there is possible
classes, one for each; generation use as many neurons as is necessary to encode the

generated result; etc...

This architecture allows ANN to emulate any mathematical functions, including highly
non-linear ones thanks to the non-linear functions within neuron@ As all data pro-
cessing tasks can be summed up to equivalent mathematical functions (although those
functions are most of the time incredibly complex), any of them can theoretically be

solved by a properly crafted ANN.

ANN are trained in a very different way than Classical ML tools: rather than looking
at datasets as a whole, they only ever look at one (or a few) data point(s) at a time.
A simplified but interesting way to understand this is as follow: during the training
process, they compute for each new data point "how far" from the correct result their
own results are before adjusting their neurons’ inner parameters accordingly, i.e. so that

their results would be closer to the correct one if they passed on the same data again.

In practice, ANN use a loss function when training: this function gives a loss value that
quantifies the distance between the correct output and the predicted output. A method
called backpropagation (D. Rumelhart, Hinton, & Williams| ‘1986 (abbreviated from

"backward propagation") is then used to adjust the network’s parameters accordingly:

a gradient of the loss function with respect to each of the parameters of the network
is computed, beginning with the parameters of the last layer and using those results to
propagate the gradient computation backward (hence its name). Finally, this gradient is
used to adjust the parameters accordingly, edging them closer to the expected output.
Computing the gradients with respect to a loss function instead of computing them

directly with respect to the output makes the process much easier because of the reduced

®If neurons had a purely linear behavior, ANN could only emulate linear functions since any linear
combination of linear functions is a linear function itself.

"We cite here [D. Rumelhart et al| (1986) as they were the first to coin the term "backpropagation”,
although the idea itself was first studied in the sixties.

11
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Figure 3: The inner working of an artificial neuron in an ANN. Bias and Coef f; are
inner parameters, ¢(.) is a non-linear function.

amount of dimension. The discovery and generalized usage of backpropagation is one

of the key factor allowing neural networks to work as they do today.

2.2.3 Deep Neural Networks

Definition 7. Deep Neural Network (""DNN'"'): An ANN with a high numberﬁ of neuron
layers between the input and the output.

Definition 8. Deep Learning ( "DL"E' The training and use of Deep Neural Networks

to execute tasks and solve problems.

DNN were first discussed in [Rosenblatt| (1958)), and the first theoretical algorithm for

them was proposed by [Lapa and Ivakhnenko| (1967). They aim to solve problems

which are not easy to mathematically define. Specifically, their high number of lay-
ers (called hidden layers, as they are not directly interacted with by external users)
allows more control over the architecture of the network and thus help shaping it to

better solve specific problems. Particularly well-known examples of Deep Learning

methods are Convolutional Neural Networks ("CNN"; first named in [LeCun, Bottou,
Bengio, and Haffner| (1998) although the concept was described as early as
and Miyake|(1982))) and Recurrent Neural Networks ("RNN"; D. E. Rumelhart, Hinton,|
and Williams), [1986)).

8 An ANN is often considered "deep" when it has at least ten hidden layers.

9The name Deep Learning was first proposed by (1986)

12



In a CNN, some of the hidden layers are not made of neurons but instead perform a
convolution operation of their inputs. This makes the network’s pattern recognition
abilities invariant to translation and scaling, which in turn helps in tasks such as the
detection of features whose position and size are not fixed (e.g. objects within a larger
image).

In a RNN, the output of "higher" layers when processing one data point is then used
as input for "earlier" layers when processing the next data point which creates a form
of "memory of the past" and allows them to better process strings of data points with a

temporal relation between them.

2.2.4 Transformers

Transformers are a very recent addition to the family of Deep Learning algorithms, as

they were proposed by [Vaswani et al.|(2017)) only five years ago. However, in this short

time frame, they have taken over more and more tasks that were previously run by other
kind of Neural Networks, in particular in NLP in which they have become the de facto
algorithms to use for most tasks. Transformers now enhance Google searches
2019) or allow machine to converse with humans, write code or craft poems with a
low amount of error (ChatGPT; 2022). The two most common transformer
architectures for NLP are visible in Figure

Unlike Long Short-Term Memory networks ("LSTM"; Hochreiter and Schmidhuber,
1997), a subcategory of RNN and the previously most widely used DNN for NLP,

transformers use a mechanism called self-attention to process input sequences in a paral-
lelised manner. This mechanism allows them to handle longer inputs of variable length,
and make both training and using them easier and faster thanks to the added opportunity

of parallelisation. We can therefore define them as follow:

Definition 9. Transformer: A Deep Neural Network which uses mechanisms of self-
learned attention to process entire input sequences in a parallelised, permutation in-

variant manner.

Specifically, self-attention refers to the model using dynamically learned attention weights
to process input sequences while attending to all parts those sequences simultaneously.
This results in two things: on one hand, a transformer is able to self-focus its attention
on key points within the input while not looking too deeply into parts deemed less in-
teresting; while on the other hand, it allows it to process the relation between words

without being hampered by the distance between them - something that was commonly

13
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Figure 4: The two most common architectures of transformers for NLP. An encoder
transforms a text into a coded output that can then be used by further neuron
layers or full ANN, a decoder transforms a coded input into readable text.
Both are combined in "Sequence To Sequence" tasks like Machine Transla-
tion.

hurtful to RNN because of the problem of "vanishing" or "exploding" gradients (dis-

cussed in Bengio, Frasconi, and Simard, [1993).

Doing so is highly valuable to NLP tasks in particular, as the context around words - as
much before than after them - is important to better understand their meaning and role
in a sentence. Their architecture also inherently scales with training data and model size

- meaning that larger models and more data usually yield better results.

On the more technical side, self-attention mechanisms work by first projecting the input
sequence into a higher-dimensional space using a linear transformation. The model
then computes the dot product of this transformed input with a set of learned weights.
Finally, those dot products are scaled via a learned scalar factor and normalize to
obtain attention weights, which represents the importance of each elements according

to the algorithm’s training.

10Usually, the normalization is done with a soffmax function which transforms all weights to numbers
between 0 and 1, with their sum equal to 1.
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3 Theoretical Background

This chapter will summarise the literature reviewed while writing this master’s thesis,
providing a theoretical and historical background to the task at hand. We will first
approach the more general subject of NLP, before delving into the more specific case of
chiasmus detection. The chapter will then end on an additional note about linguistics,

brought to our attention as we were studying the past works on chiasmi.

3.1 Natural Language Processing

3.1.1 A historical Review of NLP
3.1.1.1 The early History

The history of modern NL arguably begins in 1950, when Alan Turing described
the Turing Test - called the Imitation Game in Turing’s original article 1950).
This particularly well-known eponymous thought experiment describes a test through
which we could test the "intelligence" of a machine, focusing on its ability to understand
and communicate with humans via textual means without being noticed as a machine.
Admittedly, this "test" can not be considered as a true proof of intelligence or thinking
processes should a machine pass it, and has been criticised from a scientific perspective.
The book "Parsing the Turing Test" (Epstein, Roberts, & Beber] [2009) is an excellent

example of that, with numerous editors’ notes from various sources on top of the original
article showing several of its weaknesses. However, it is still the first wildly spread
article evoking the real possibility of machines understanding - and communicating in -

human languages.

A few years after Turing’s thought experiment, on January 7th, 1954, a particularly
influential event happened in New York, in the headquarters of IBM: the Georgetown-
IBM Experiment on machine translation. Described and discussed in detail in Hutchins|
(2004), the experiment made the front page of the New York Times on January 8th,
1954 as "a public demonstration of what is believed to be the first successful use of a
machine to translate meaningful texts from one language to another". The public event
saw the translations of more than sixty Russian sentences into English, using around
250 words and six grammatical rules, and sparked at that time interest and hope for a
general translating Machine in the coming years. This four de force was the results of

the work of four persons: from the Georgetown University, Leon Doster and Paul

' Alongside various web and academic researches, Khurana, Koli, Khatter, and Singh|(2022) and[Kumar|
(2013) were the two main sources of information for this historical overview.
121 eon Dostert was the person at the origin of the project, which he imagined after attending the first

conference on Mechanical Translation in 1952 (Reynolds| |1952).
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Garvin and from IBM, Cuthbert Hurd and Peter Sherida.
Nowadays however, the Georgetown event is often described as having be held too early
in regards to the advancements of the Machine Translation field at that time, with a sys-

tem fine-tuned and doctored to work on a very specific set of sentences from organic

chemistry (Hutchins| 2004). It led to a frenzy of researches and funding that eventu-
ally finished on a disappointment with the ALPAC report of |1966, with its publication

dramatically diminishing the funding for Machine Translation researches. It is a good

example of the necessity to take advancement in the fields of NLP with caution, as good

results on a specific task can not always be generalised.

Some more years after the Georgetown experiment, Noam Chomsky published his rev-

olutionary book "Syntactic Structures" (Chomsky} [1957) (then followed by his compli-

mentary work, "Aspects of the Theory of Syntax" (Chomskyl} [1965)), in which he argues

for the decoupling of the study of syntax and semantic in Linguistics. Using the two
sentences "Colorless green ideas sleep furiously" and "Furiously sleep ideas green col-
orless" as an example, he argues that although both are semantically nonsensical, the
former is grammatically (i.e. syntactically) sound. He then goes on to describe a fully
formal approach to the structure of languages, arguing that it can be understood in terms
of a set of rules that generate all possible sentences of a given language. In order to sup-
port his theory, Chomsky introduced several key concepts, including the idea of a "deep
structure” that underlies the surface structure of a sentence, and the concept of a "trans-
formational rule" that allows for the manipulation of deep structures to create different
surface structures. Syntactic Structures had a major impact on the field of linguistics,
and is the origin of many further NLP researches, including but not limited to the use of

formal systems to understand and generate natural language.

After Chomsky came a number of additional researches using his theory of formal lin-
guistics in the form of handcrafted rule-based systems as the core of their research.
Some notable examples are ELIZA (1964) and PARRY (1972) in the field of psychother-
apy, SHRDLU (1970) understanding logical relations in a simple simulated world, or
LIFER / LADDER (1978) used as a natural language interface with a database about
the U.S. Navy Ships. Moreover, a number of datasets were made publicly available,

making natural language easier to study with the first (and one of the most known) of

those dataset being the Brown corpus of Standard American English (Kucera & Francis),

1963-64).

3.1.1.2 The Advent of statistical Models

Starting from the late 1980s, change began coursing throughout the NLP community.

The research focus partly shifted from manually tuned models based on Chomsky’s
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formal theory of language and formal logic to statistical models. Instead of basing their
predictions on exhaustive, explicit grammatical rules and logical relations described
and hard-written in the systems by humans, those new models used statistical methods

to "learn" natural languages from existing data. One of the earliest example of such a

model is presented in Benello, Mackie, and Anderson|(1989), in which a simple artificial

neural network of 560 neurons is used to disambiguate the syntactic category of words
in sentences. Most of the models developed during this period, however, did not use
ANN and preferred the more classical statistical methods described in subsection 2.2.1]
This can be explained because ANN usually need more data and - more importantly -

more computing power to be trained, which were rare resources at that time.

This new focus, which essentially joined the fields of Machine Learning and NLP,

emerged for a few reasons (Manning| [2000). First of all, natural languages are by na-

ture ambiguous and processing them require word knowledge that is not part of the input
text itself: statistical models can thus better model those ambiguities and external word
knowledge than formal grammar based models, which are rigid and mostly focused on
the structure of sentences. Moreover, probabilistic models can take into account the
variations of language between communities or time periods much more easily than
logic, formal grammar based models. Finally, using formal grammar as the main way
to process natural languages can also be problematic because the rules of grammar it-
self are often bent by people, be it for rhetorical purposes, regional dialects or simply
because of mistakes'|

By using ML instead of rule-based models, the research on NLP saw rapidly improving

results during the 1990s and 2000s. In[1987| Sondheimer|described the "rate of progress

in natural language processing [to have] been disappointing to many, including [him-
self]" because of "overblown expectations" both from the press and the NLP community

itself but change for the better was soon to happen. A good example is the field of Ma-

chine Translation, which saw such improving results (Hutchins, [2007) with the advent

of SMT: Statistical Machine Translation. One of the first fully functional example is

Candide, from Berger et al.|(1994), a translation system from French to English based

solely on statistical methods. At the time, Candide beat the previous state of the art
both on fluency and adequacy of translation for fully automatic translations while
humans aided by its assistant mode obtained better results on both measurements than

those that translated without the machine’s help. Another prominent example are web

search engines (Seymour, Frantsvog, & Kumar| 2011), with the introduction in 1998 by

B3For example, the sentence "You coming?" (and other variations) is grammatically incorrect in English,
but is still often used colloquially in some social and geographic circles.

14 Fluency stands for the syntactic quality of the translation: is the translation a proper sentence in the
target language? Adequacy stands for the semantic quality of the translation: is the translation ade-
quately conveying all the meaning of the source sentence?
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Google of the PageRank statistical method which allowed users to see a list of results
ranked by relevance and importance of the web pages rather than a rank purely based on
the number of occurrences of the search words in the target pages like its predecessors.
The development of PageRank allowed users to navigate on and search the ever growing
Internet much more easily and improved versions of it are nowadays used by all search

engines.

3.1.1.3 The Resurgence of ANN

The transition towards classical ML models from purely rule-based models allowed
NLP processes to reach new heights and finally fulfill more and more practical use cases.
It was, however, not its latest development: over the last two decades, a small revolution
happened in the field of NLP (and more generally, for the whole of ML researches) with
the emergence of efficient and usable ANN (Kamath, Liu, & Whitaker, [2019). ANN

and even more so DNN proved particularly effective at NLP because of their ability

to process a large amount of data and extract statistically significant properties out of
it, much more so than classical Machine Learning methods - at the cost however of
more difficult and computationally intensive training. For NLP in particular, such data
is often readily accessible through existing large corpora like COCA or

the aforementioned Brown Corpus (Kucera & Francis| [1963-64) and in some cases may

even be collected directly from the Internet.

This neural networks resurgence started twenty years ago (Kamath et al.|[2019), with

the work of Bengio, Ducharme, and Vincent (2000) introducing an ANN capable of

processing words into a dense vector representation, and only grew stronger since. Here

follows a non-exhaustive list of notable milestones achieved thanks to ANN and DNN

* [Collobert and Weston| (2008) and [Collobert et al.| (2011), introducing the very ef-

ficient concepts of pre-training and multitask training, showing that several NLP

tasks could be achieved with better results using neural networks instead of clas-
sical ML methods.

* Mikolov, Sutskever, Chen, Corrado, and Dean| (2013)), proposing a highly im-
proved computation of s word representation.

* [Kalchbrenner, Grefenstette, and Blunsom| (2014) which improved the capacities

of locally context-sensitive NLP tasks by introducing an improved Convolutional

Neural Network architecture.

* [Sutskever, Vinyals, and Le| (2014) which presented the concept of sequence to

sequence learning using Long Short-Term Memory (a subset of Recurrent Neural

Networks).
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In particular, this latter concept was then introduced to machine translation softwares,
dramatically improving the quality of their output and bringing them closer to the level
of human specialists. Widely known examples of this are the modern version of Google

Translate or DeepL.

3.1.2 Nowadays: Transformers, or Leveraging Attention Mechanisms
for NLP

The progress described in the last section are not, however, the current state of the art for

most NLP tasks: this would instead be the transformer architecture for deep learning,

introduced by|Vaswani et al.|in[2017| Although this architecture still has limitations and

growing pains as shown inChernyavskiy, Ilvovsky, and Nakov|(2021), it has sometimes

been compared to the revolution that was ImageNet for the field of Computer Vision
in 2009. The main technical points and advantages of transformers are described in
Section2.2.4

However, the simple introduction of transformers does not entirely explain in and of

itself how they became so widely and quickly used: the work of [Wolf et al.| (2020b)

greatly helped them reach the NLP community by introducing "7Transformers", an open-
source Python library by the Hugging Face community. This library assembles, under a
unified API and in a fully open wa almost all non-proprietary transformers architec-
ture including its biggest names like BERT or GPT. The unified API in particular allows
to easily and quickly use, train or adapt any transformer architecture without having to
deal directly with PyTorch and TensorFlo while still leaving the possibility of fine-

tuning parameters and architecture as much as necessary to the more advanced users.

A particularly noteworthy example of transformer is the GPT (Generative Pre-trained
Transformers) family of transformers from OpenAl. Building upon the work of
et al., they created several versions of transformers over the years, each offering better
results than the previous ones. In particular, their chatbot ChatGPT
based on GPT-3 made the headlines in late 2022 for its remarkable ability to converse
with people on a wide variety of topics, in an English which is almost indistinguishable

from human conversations.

3.2 "The Case of Chiasmus"

Chiasmi in general, and antimetaboles more specifically, only began drawing attention

from the research community a decade and a half ago. As such, the background in this

15 Anyone in the community can propose a new transformer or rate and comment on existing architec-
tures.
16The two biggest library for direct ANN building and training in Python.
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subject is still relatively small with only a handful of names having made significant
contributions. These researchers have however opened the gates and prepared the field

for all subsequent works, and their contribution should not be understated.

3.2.1 The first Extensive Researches

The very first research we found that tried to algorithmically detect a given type of chi-

asmus was the work from |Gawryjolek| (2009), fourteen years ago. The subject of this

thesis was the automated annotation and visualisation of rhetoric figures, and one such
figure was the antimetabole. In a brief section of his work, Gawryjolek describes a
simple algorithm (Algorithm 3.2, p. 26) to detect the most basic antimetabole: the one
where two or more exact words would be repeated in an inverse order. As described
by Gawryjolek himself, this algorithm has two main flaws: it "produces a lot of an-
timetaboles that are not necessarily important from the rhetorical point of view" (i.e.
non-salient antimetabole) since it detects all inverse repetition of words, and "[it does]
not look at different forms of a word, but only at repetitions of exactly the same words."
which means a sentence such as Example |5 below would not be detected. Gawryjolek
thus proposed that a human should go over the algorithm’s results for annotation pur-
poses for now while additional work would have to be done to make the computer

detection able to separate salient antimetabole from non-salient ones.

* (5) To be kissed by a - is stupid; To be - by a kiss is worse.

Building upon Gawryjolek’s idea of simple, deterministic algorithms then came the
work of Hromada| (2011) and Dubremetz| (2013) (in French). proposed PERL

Regular Expressions as a mean to detect chiasmus, looking for the specific case of re-

peating words with a middle pivot (i.e. sentence structured as follow: "W, Wp,or W, ...
Wi Wpivor Wa'") whereas decided instead to improve on Gawryjolek’s algo-
rithm, adding several more filters regarding punctuation and stopwords to improve the
precision of the algorithm dramatically (From 2% to 72%) while keeping a similar re-

call.

Thus come the serie of articles written by Marie Dubremetz and Joakim Nivres six
years after Gawryjolek’s thesis, with the first paper being titled "Rhetorical Figure De-
tection: the Case of Chiasmus’ dDubremetz & NivreL ’2015b. In this first work of a

serie of three, they studied how manually fine-tuned statistical methods (they could not

use proper ML techniques at that time due to the lack of data) could be used to sep-

17 Ambrose Redmoon.
18part of this title was used as title for this section of the thesis to honor their work.
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arate salient antimetaboles from uninteresting one Moreover, they argued that the
saliency of chiasmi should be seen as a ranking problem instead of classification one:
according to them, we cannot say with full certainty that a criss-cross pattern is or is not
a salient chiasmus but simply that a chiasmus is more salient than some others. They
thus decided for a two steps process as their methodology: first, an algorithm similar
to Gawryjolek’s extract any possible antimetabole candidates by looking for criss-cross
patterns of lemmata, then those candidates are ranked by a manually tuned standard
linear ranking model using shallow features. Doing so, they obtained better results than
the previous state of the art by Hromada by a few points of percentage both in precision
and recall. Furthermore, they also used their new model to detect a number of Chiasmi

in the Europarl datase offering more data for future works.

One year after, they wrote a new article on the same subject (Dubremetz & Nivre, 2016).

While building upon the previous work by reusing the same kind of ranking model and
general methodology, this paper presented one major improvement: the addition of
a new set of syntactically deep features based on part-of-speech (PoS) tagging, adding
depth to the shallow model of 2015. This new model saw a very noticeable improvement
in its result: using the average precision metric and compared to the state of the art from

Dubremetz and Nivre| (2015)), its results were improved by 25 points (68% vs 43%)

on the Europarl corpus and by 17 points (70% vs 53%) on the complete anthology
of the Sherlock Holmes serie by Arthur Conan Doyle, a literary genre which it never
encountered before. However, they note that due to the very low number of results,
those improvements can not be taken as an absolute proof of a better models but may
also be statistical flukes. Finally, like with their previous article, they compiled all new
chiasmi found with their model in a single place, paving the way with enough data for

the first ML methods soon after.

The final article in this academic serie was "Machine Learning for Rhetorical Figure

Detection: More Chiasmus with Less Annotation" (Dubremetz & Nivre,[2017). As its

title suggests, the main improvement they proposed with this work is the introduction of
ML methods to tune their ranking model - a feat made possible thanks to the data they

collected with their previous two experiments. To be precise, they used a binary lo